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SUMMARY
We propose two novel approaches for feature selection and ranking tasks based on simulated annealing (SA)
and Walsh analysis, which use a support vector machine as an underlying classifier. These approaches are
inspired by one of the key problems in the insurance sector: predicting the insolvency of a non-life insurance
company. This prediction is based on accounting ratios, which measure the health of the companies. The
approaches proposed provide a set of ratios (the SA approach) and a ranking of the ratios (the Walsh analysis
ranking) that would allow a decision about the financial state of each company studied. The proposed feature
selection methods are applied to the prediction the insolvency of several Spanish non-life insurance companies,
yielding state-of-the-art results in the tests performed. Copyright © 2004 John Wiley & Sons, Ltd.

1. INTRODUCTION

Financial risk assessment is one of the key issues when controlling the insurance market sector, due
to the high amount of money payable by the state insurance guaranty funds when an insurance
company has gone bankrupt. At the same time, it is not desirable to perturb the market excessively
with unneeded interventions. Also, protecting society and the whole insurance sector against insol-
vent insurance companies is of great concern to auditors, governments and managers in the sector,
because a bankruptcy reduces public confidence in all insurance companies. These facts explain the
increasing interest in accurately predicting insurance company failures. The European Union,
through the Solvency II Project has taken an active role in redefining a set of rules to provide society
with information about how healthy the insurance companies are.

Many insolvency1 cases appeared after the insurance cycles of the 1970s and 1980s in the USA
and the European Union. Several surveys have been devoted to identifing the main causes of
insurers’ insolvency. In particular, the Müller Group Report (Müller Group, 1997) analyses the
main identified causes of insurance insolvencies in the European Union. These main causes can be

* Correspondence to: Mario DePrado-Cumplido, Department of Signal Theory and Communications, Universidad Carlos III
de Madrid, Madrid, Spain. E-mail: mprado@tsc.uc3m.es
Contract/grant sponsor: Comunidad de Madrid; Contract/grant number: 07T/0016/2003.
1 In general financial terms, insolvency can be referred to as the inability of a firm to pay its debts. A prior period of
insolvency could be overcome, for example, by means of the postponement in the payments of the debts. If the firm is unable
to overcome this first period, it can become bankrupt. Therefore, bankruptcy could be interpreted as the culmination of the
insolvency process.
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summarized as follows: operational risks (operational failure related to inexperienced or incompetent
management, fraud); underwriting risks (inadequate reinsurance programme and failure to recover
from reinsurers, higher losses due to rapid growth, excessive operating costs, poor underwriting
process); insufficient provisions and imprudent investments. On the other hand, many insurance
companies, especially large companies, have developed internal risk models for a number of pur-
poses. In general, these models are partial in nature and do not cover all possible risks. Therefore,
developing new methods to tackle prudential supervision in insurance companies is a highly topical
question, especially for countries that belong to the European Union, such as Spain.

Most approaches to insolvency research in insurance companies use statistical methods such as
discriminant or logit analysis (Barniv, 1990; Ambrose and Carol, 1994; Sanchis et al., 2003), and
use financial ratios as explicative variables. This kind of variable does not usually satisfy statistical
assumptions and, therefore, results obtained by these statistical techniques could be erroneous.
Moreover, models obtained by these techniques are difficult to interpret by the decision maker if
he/she is not an expert. Thus, in order to avoid these problems, we propose an approach to predicting
insolvency of insurance companies based on emergent and machine learning methods. We use these
methods to select the set of financial ratios that best classifies companies as solvent on insolvent.
A sample of Spanish non-life insurance firms is used, and general financial ratios, as well as those
that are specifically proposed for evaluating insolvency of the insurance sector, are employed.

There have been several previous proposals to apply operational research and pattern recognition
methods to predict insolvency (Barniv, 1990; Tam, 1991; Ambrose and Carol, 1994), but few have
been applied to the insurance sector. Among these approaches to the prediction of insolvency in
insurance companies the emergent classifiers algorithms such as neural networks (Serrano-Cinca,
1996; O’Leary, 1998), rough set (Dimitras et al., 1998), support vector machines (SVMs) or genetic
programming (GP; Li and Tsang, 2000; Salcedo-Sanz et al., 2002), have gained importance in the
last few years as powerful methods which provide very good results in classification performance
and generalization. This paper is focused on the application of SVM-based methods for improving
the prediction of the insolvency of non-life insurance companies.

SVMs are state-of-the-art tools for linear and nonlinear knowledge discovery problems (Vapnik,
1998; Schölkopf and Smola, 2002). SVMs are designed to work in high-dimensional spaces even
when very few input patterns are available, as in the situation at hand. The SVM is based on the
maximum margin idea, which states that, without any prior knowledge, the best classifications
boundary must correctly classify every given sample and be situated as far as possible from all the
samples, reducing the risk of misplacing a new unseen pattern. But in many applications there are
irrelevant features that, if the data are scarce, may bias the solution of the pattern classifier employed
and will make it perform poorly with new unseen examples.

Feature selection (FS) is an open problem in machine learning, which basically consists of finding
a subset of input features that describes the underlying system structure as well as, or better, than
all available features. In the ranking problem, the point is to weigh the features according to
relevance. The significance of FS appears when irrelevant features reduce classification accuracy,
and when the given features are used to explain the results achieved. Note that in some applications,
such as financial ones, being able to explain the solution obtained (in terms of the input features
selected) becomes as relevant as obtaining the best possible answer (accuracy of the subsequent
classifier or regressor).

In this paper we propose two new FS procedures that work jointly with an SVM. The first
proposal is based on a simulated annealing (SA) algorithm (Kirpatrick et al., 1983; González et al.,
2002), which uses the SVM validation error to select the most relevant features for the problem at
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hand. Our second proposal works with the Walsh expansion (Vose and Wright, 1998) of a particular
binary function, which relates binary strings to the SVM soft output. This expansion will not be used
to select the best features, but to rank them, giving richer information about the problem. The
ranking will allow us to discuss the relevance of each of the features.

The rest of the paper is organized as follows. We provide background material on SVMs, FS, SA
and Walsh analysis in Section 2. Section 3 is devoted to the proposed FS schemes. We show the
actual validity of the proposed approaches with non-life insurance companies in Section 4, and we
end the paper in Section 5 with some concluding remarks and suggestions for further work.

2. BACKGROUND

2.1. SVMs

The SVM has been reported as a powerful method for classification problems, with very good
generalization properties (Burges, 1998). This section provides a brief summary of the standard
SVM for classification2 applied to insolvency, starting from the simple linear SVM and moving on
to the nonlinear SVM.

Consider a set of l firms represented by the value of their n ratios {xi}, i = 1, . . . , l, with
xi ∈ �n, and a set of associated labels yi ∈ {−1, 1} that describe the firm as failed or healthy
respectively. First, imagine that this training set can be separated by a linear hyperplane (a line in
two dimensions, a plane in three dimensions, and so on). The SVM solves the following problem.
Find w ∈ �n and b ∈ �, to minimize 1/2 �w �2, subject to

yi(w
T · xi + b) ≥ 1 ∀i = 1, . . . , l (1)

Once such w and b have been found,3 our classification rule for a new firm x is given by sign
(wT · x + b). Thus, firms located on one side of the hyperplane will be healthy and on the other side
will be failed. The associated error of this classification, R(w, b), is defined as the percentage of
misclassified firms.

Consider now the case when the points in the training set {xi} are not linearly separable; then,
constraint (1) cannot be satisfied. We can then introduce some nonnegative slack variables ξ i in
order to overcome this difficulty. The following SVM formulation results in this case. Find w ∈
�n, b ∈ � and ξi, i = 1, . . . , l, to minimize 1/2�w �2 + C Σ l

i=1 ξi, under the constraints

yi(w
T · xi + b) ≥ 1 − ξi ∀i = 1, . . . , l (2)

ξi ≥ 0 ∀i = 1, . . . , l (3)

where C is a parameter of the classifier to be estimated.
Figure 1 shows an example of a classification problem formed by two classes (crosses and dots).

The solution in figure 1(a) is obtained with a linear SVM, which defines a linear decision boundary

2 A more complete analysis and further results about SVMs can be found in Burges (1998) and Schölkopf et al. (2002).
3 Note that w and b are the parameters that characterize the hyperplane.
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Figure 1. (a) Illustration of linear SVM for solving a two-class classification problem. Note that some samples
of dot class are misclassified. (b) Illustration of the same problem using a nonlinear SVM (radial basis function

kernel). Now the boundary obtained is capable of completely separing both sample sets

(w) unable to separate both classes completely. The dashed lines represent the margins, i.e. the set
of points that satisfies equation (2). The samples over the margins, which are surrounded by circles,
are the support vectors, the only information needed to plot the boundary. The samples located out
of their regions are misclassifications (consequently with ξi greater than zero).

The classification obtained with the introduction of the slack variables ξi is still given by a linear
frontier. The nonlinear SVM maps the input sample into a higher dimensional (often infinite dimen-
sional) feature space, and applies the linear SVM in this feature space. All the appearances of the
mapping φ are within dot products, which can be substituted by a kernel function. The nonlinear
SVM with kernel K is equivalent to a regularization problem in the reproducing kernel Hilbert
space HK:

Find the mapping φ(x) = h(x) + b with h ∈ HK, b ∈ � and ξ i, i = 1, . . . , l, to minimize

        

1

2
2

1

� �w   +
=
∑C
i

l

iξ (4)
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subject to

yi(w
Tφ(xi) + b) ≥ 1 − ξi ∀i = 1, . . . , l (5)

ξi ≥ 0 ∀i = 1, . . . , l (6)

Figure 1(b) illustrates a nonlinear SVM classification with a Gaussian kernel. The sample set is
identical to figure 1(a), but in this case all samples are correctly classified. The resolution of the
problem is obtained by a linear boundary in the Hilbert space generated by the kernel, which in the
input space (the one represented in the figure) is a simple curve.

The kernel used in this article is the well-known Gaussian kernel

        
K i j

i j( , )  exp
   

x x
x x

=
− −





� �2

γ

where γ controls the width of the Gaussian.4 The nonlinear SVM is able to classify any set of firms
as healthy or failed, with a probability of error given by R(w, b).

Given a training set, the selection of the input variables (financial ratios) is an important issue
to be considered, since irrelevant or redundant ratios can affect in a negative way the result given
by the SVM. This is the so-called FS problem (FSP Weston et al., 2000), in which the features are
the financial ratios. In the next subsection we give a brief review of the FSP focused on non-life
insurance insolvency prediction.

2.2. FS

The FSP in a learning from samples scheme can be addressed as follows: given a set of labelled
data points {(x1, y1), . . . , (xl, yl)}, where xi ∈ �n and yi ∈ {±1}, choose a subset of m features (m
< n), that achieves the lowest classification error (Weston et al., 2000; Salcedo-Sanz et al., 2002).
Following Weston et al. (2000), we will define the ESP as finding the optimum n-column vector
σσσσσ, where σi ∈ {0, 1}, that defines the subset of selected features, which is found as

        
σσ σσ αα

σσ αα
o d  arg min ( , (   , )) ( , )

,
= ∗









�V y f P yx x (7)

where V(·,·) is a loss functional, P(x, y) is the unknown probability function that the data were
sampled from, and we have defined x * σσσσσ = (x1σ1, . . . , xnσn). The function y = f (x, ααααα) is the
classification engine that is evaluated for each subset selection σσσσσ and for each set of its hyper-
parameters ααααα.

In this problem, the objective is to process the data in order to extract a valid, novel, potentially
useful, and ultimately understandable structure in data by identifying relevant and meaningless
features (Bradley et al., 1999). This is the first step in a knowledge discovery learning scheme. In
this context, two main approaches can be followed:

4 This value and C are the two tunable parameters of the SVM.
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• The wrapper approach to the FSP was introduced in John et al. (1994). In this approach, the FS
algorithm conducts a search for a good subset of features using the classifier itself as part of the
evaluation function. Figure 2(a) shows the idea behind the wrapper approach: the classifier is run
on the training dataset with different subsets of features. The feature subset that produces the
lowest estimated error in an independent but representative test set is chosen as the final feature
set. For further consideration of wrapper methods, see Kohavi and John (1997) and Salcedo-Sanz
et al. (2002).

• In the filter approach to the FSP, the FS is performed based on the data, and ignoring the classifier
algorithm. An external measure calculated from the data must be defined in order to select a
subset of features. After the search, the best feature subset found is evaluated on the data by
means of the classifier algorithm. Note that the filter algorithm’s performance depends completely
on the measure selected for comparing feature subsets. Figure 2(b) shows an example of how
a filter algorithm works. Filter methods are usually faster than wrapper methods. However, their
main drawback is that they totally ignore the effect of the selected feature subset on the perform-
ance of the classification algorithm. Further analysis and application of filter methods can be
found in Chen et al. (1999) and Salcedo-Sanz et al. (2002).

Figure 2. (a) Outline of a wrapper method; (b) outline of a filter method



5

10

15

20

25

30

35

40

45

50
Copyright © 2004 John Wiley & Sons, Ltd. Intell. Sys. Acc. Fin. Mgmt. 12, 000–000 (2004)

UNCORRECTE
D P

ROOF

FEATURE SELECTION METHODS FOR PREDICTION OF INSOLVENCY 7

For both wrapper and filter methods, a binary representation can be used for the FSP, where a
1 in the ith position of the binary vector σσσσσ means that the feature i is considered within the subset
of features, and a 0 in the jth position of the binary vector means that feature j is not considered
within the subset of features. Note that using this notation is equivalent to encoding the problem
as the vector σσσσσ included in expression (7). Note also that there are 2n different subsets of features
(n total number of features), and the problem is to select the best one in terms of a certain measure,
which can be either internal (wrapper methods) or prior (filter methods) to the classifier.

2.3. SA

SA is a powerful solution technique that has been successfully applied to a wide variety of
optimization problems (Kirpatrick et al., 1983; Wang and Ansari, 1997; Gonzalez et al., 2000). It
is inspired by the physical process of heating a substance and then cooling it slowly until a strong
crystalline structure is obtained. This process is simulated by lowering an initial temperature by slow
stages until the system reaches an equilibrium point, and no more changes occur. Each stage of the
process consists of changing the configuration several times, until a thermal equilibrium is reached,
and a new stage starts with a lower temperature. The solution of the problem is the configuration
obtained in the last stage. In the standard SA, the changes in the configuration are performed in the
following way: a new configuration is built by a random displacement of the current one. If the new
configuration is better, then it replaces the corrent one; if not, it may replace the current one
probabilistically. This probability of replacement is high in the beginning of the algorithm, and
decreases at every stage. This procedure allows the system to move toward the best configuration.
However, SA is not guaranteed to find the global optimum, though it is better than other algorithms
at escaping from local optima. The solution found by SA can be considered a ‘good enough’
solution, but it is not guaranteed to be the best.

The most important parts in an SA algorithm are the chosen representation for solutions, the
objective function to be minimized during the process, and the mutation or configuration change
operator.

2.4. Walsh Analysis and Spectrum

Walsh analysis is a commonly used method for studying the internal structure of binary functions
(Vose and Wright, 1998). Walsh analysis is equivalent to a Fourier expansion of a function in binary
search space {0, 1}n. The Walsh expansion of a function associates a Walsh coefficient wj with
a binary vector j (partition). The function can be completely reconstructed from partition5 js and
Walsh coefficients wj. Continuing with the notation, we give the main steps used to define the Walsh
expansion of a function.

The Walsh basis function for a partition j, ψj : {0, 1}n → � is defined as

      
ψ j x( )  ( )= −

=
∏
i

n

x ji i

1

1 (8)

where xi and ji are the components of binary vectors x and j.

5 Hereafter, we will denote in bold a partition indexed as a binary vector, j, and in italics, j, for its corresponding integer
value.
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Walsh functions form a complete orthogonal set of basis functions (Goldberg, 1989). Every

function f : {0, 1}n → � can be expanded as

      
f w

j
j

n

( )  ( )x xj=
=

−

∑
0

2 1

ψ (9)

where

      
w fj n

x

n

  ( ) ( )=
=

−

∑1

2 0

2 1

x xjψ (10)

The Walsh expansion captures the internal structure of a function: if this function has depend-
encies among variables, then its Walsh coefficients for partitions involving non-dependent variables
are zero. For example, let f (x1, x2, x3, x4) = f1(x1, x2) + f2(x3, x4), then w0111 = w1110 = w0110 = 0
(Kargupta, 1999). For further analysis and details of Walsh analysis see Vose and Wright (1998).

The spectrum of a function (Hordijk and Stadler, 1998) is a graphic representation of the most
important partitions of the function which is obtained from its Walsh expansion. The order of a
partition j is defined as the number of 1s on it. Note that, in the FSP with binary representation,
the order of a partition is equivalent to the number of features selected.

Using the definitions above, the spectrum of a function is defined starting from its Walsh
coefficients as follows: let ℘ be the set of all partitions belonging to the search space S = {0, 1}n.
Let ℘p be the set of partitions belonging to S with order p. The total energy for the function is
defined as

σ 2 2  =
∈
∑
j

jw
℘

(11)

The energy for the partitions with order p is

    
βp

j
j

p

w2 2  =
∈
∑

℘

(12)

and their normalized energy

    
Bp

p  =
β
σ

2

2
(13)

Vector B = {B1 . . . Bn} is the spectrum associated with the Walsh expansion of f (·). It can be readily
shown that Bp ≥ 0 and ∑p Bp = 1. In this paper we will use a modification of the spectrum in order
to perform a ranking of the best features for a given FSP problem.

3. PROPOSED FS METHODS

3.1. SA with SVMs

The first method we present in this paper of FS is based on an SA algorithm, which performs a
search over the space σσσσσ of binary strings (See definition of FSP in Section 2.2). As was mentioned

!
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above, the main parts of an SA algorithm are the chosen representation for solutions, the objective
function to be minimized during the process, and the mutation or configuration change operator. We
describe them as follows:

Problem representation. We encode every solution to the FS as a binary string σσσσσ, where σi ∈ {0,
1} defines the subset of features selected. The length of binary vector σσσσσ will be equal to the total
number of features in the problem.
Objective Function. We use the probability of error in testing given by a SVM as the objective
function to be minimized by the SA. The SA algorithm will look for configurations (feature subsets)
which provide the least error probability in the test set.
Mutation Operator. In this paper we consider a classical random flip mutation (RFM) operator,
where Nf bits are randomly selected and flipped to obtain a configuration in the neighbourhood of
the current one.

The SA we use has the following pseudo-code:

Pseudo-code of the SA algorithm.

k = 0;
T = T0;
Initialize the current configuration σσσσσ at random;
Run the SVM → f (σσσσσ) = Pe(test);
repeat

for j = 0 to M
σσσσσ mut = mutate(σσσσσ);
Run the SVM → f (σσσσσ mut) = Pe(test);

if(( f (σσσσσ mut) < f(σσσσσ) ) OR (random(0, 1) <     e T
( )−α

)) then
σσσσσ = σσσσσ mut;
endif

endfor
T = fT(T0, k);
k = k + 1;
until(T < Tmin);

where k counts the number of iterations performed, T is the current temperature, T0 is the initial
temperature, Tmin is the minimum temperature to be reached, σσσσσ stands for the current configuration,
and σσσσσ mut stands for the new configuration after the mutation operator is applied. f (σσσσσ) represents
the objective function (probability of error in testing provided by the SVM in this case), M is the
number of changes performed with a given temperature T, fT is the freezer function, and a is a
previously fixed constant. Parameter a and the initial temperature T0 are calculated in order to set
the initial acceptance probability to be 0.8, which is the value usually used. The freezer function
is defined as

    
f

T

k
T   

  
=

+
0

1
(14)



5

10

15

20

25

30

35

40

45

50

10 SALCEDO-SANZ ET AL.

Copyright © 2004 John Wiley & Sons, Ltd. Intell. Sys. Acc. Fin. Mgmt. 12, 000–000 (2004)

UNCORRECTE
D P

ROOF
The minimum temperature Tmin is calculated on the basis of the desired number of iterations as

Tmin = fT(T0, numIt). (15)

The current configuration of the SA algorithm in the last iteration is interpreted as the solution of
the problem σσσσσ o.

3.2. Walsh Analysis for Ranking of Features

The second approach to the FS we present consists of obtaining a ranking of features analysing the
intrinsic structure of an SVM classifier by means of a Walsh analysis procedure.

The spectrum of a function, defined in Hordijk and Stadler (1998) (also summarized in Sec-
tion 2.4), represents the distribution of energies among different orders (number of 1s) of the
partitions that form the search space. If the function analysed is the objective function of an FSP,
the spectrum gives a measure of what are the most important features.

The definition of the Spectrum from the Walsh analysis of a function given in Hordijk and Stadler
(1998) calculates the energy associated with partitions of the same order. For example, in the search
space {0, 1}4, partitions {1011}, {1110}, {0111} contribute to the same component of the spectrum
(B3). However, they represent three different sets of features. Thus, the ‘classical’ definition of the
spectrum cannot be used for ranking the features according to their relevance. In order to solve this
problem, we propose a slight modification of the definition of the spectrum.

Let ζi be the set of partitions j with a 1 in the ith position. In the example above, partitions {1011}
and {1110} belong to ζ1 (they also belong to ζ3) whereas partition {0111} does not belong to ζ1

(but it belongs to ζ3). Therefore, a modified spectrum, termed the prime spectrum, can be defined
as follows:

      

′ =
⋅

∈

∀

∑
∑

B

w

o w
i

j
j

j
j

i  
( )  

ζ

2

2j
(16)

where o( j) is the order of partition j.
The prime spectrum fulfils B ′i ≥ 0 and Σi B ′i = 1. In fact, it can be interpreted as the associated

energy of every feature in the binary search space and, thus, features with large values of B ′i are
more relevant than features with small values of B ′i. Consequently, we propose using vector B ′ to
perform a ranking of features in the FSP.

Vector B ′ depends on the fitness function selected for the FSP through the values of its Walsh
coefficients. Note that, in large search spaces, the calculation of the Walsh expansion can be
computationally infeasible, and estimation methods such as the one proposed in Hordijk and Stadler
(1998) should be used. We briefly describe this method in the Appendix.

In this paper we propose the calculation of the vector B ′ using as the objective function the test
error provided by an SVM in the test set. Vector B ′ provides a measure of the intrinsic structure
of the SVM when different features are removed from the data. The calculation of B ′ in pseudo-
code is as follows:
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Pseudo-code of the calculation of B′ spectrum.

for j = 0 to 2n − 1
j → σ (Decimal to binary step)

Run the SVM → f (σσσσσ ) = Pe(test);

Calculate 
      
w fj n x

n

   ( ) ( )=
=

−∑1

2 0

2 1
σσ ψ j x

endfor
for i = 1 to n

      

′ =
⋅

∈

∀

∑
∑

B

w

o w
i

j
j

j
j

i  
( )  
ζ

2

2j

endfor

4. EXPERIMENTS AND RESULTS

4.1. Test Data and Input Variables

In this section we describe the main characteristics of the data and identify the variables that will
be used to test the approaches presented in this paper. We have used the sample of firms also used
by Sanchis et al. (2003). This data sample consists of Spanish non-life insurance firms data (balance
sheets and income statements) 5 years prior to failure. The firms were in operation or went bankrupt
between 1983 and 1994. In each period, 72 firms (36 failed and 36 non-failed) are selected. As
a control measure, a failed firm is matched with a non-failed one in terms of premium volume.
In our study we have used data 1 year prior to the firms being declared bankrupt. Therefore, the
prediction of the insolvency achieved by our method is 1 year in advance.

Because we are looking for those financial ratios that could help the decision maker anticipate
possible insolvencies, our definition of insolvency has been made in a strict sense. The insolvent
group consists of those firms that have been taken over by the Spanish ministry of economy, and have
disappeared due to permanent financial problems. In this way we avoid working with firms that have
temporary financial problems or that have disappeared voluntarily. We have checked that the firms in
the solvent group continued working for several years after the sample period, because it is possible
that a firm that has not been taken over by the Spanish ministry of economy can become bankrupt.

In this research, each firm is described by 21 financial ratios (features) that have come from a
detailed analysis of previous bankruptcy studies for non-life insurance. We have to pay particular
attention to the fact that financial characteristics of insurance companies require general financial
ratios and those that are specifically proposed for evaluating insurance sector insolvency. Table I
shows the 21 ratios that describe the firms. Ratios R1, R2, R3, R4 and R9 are general financial ratios,
and the rest are specific to the insurance sector.

An important variable in this sector is reinsurance. It is possible to select ratios by distinguishing
between ratios involving earned premiums and ratios involving earned premiums net of reinsurance,
and between claims incurred and claims incurred net of reinsurance. Thus, we can separate the
following couples of ratios: R5–R6, R7–R8, R11–R12, R13–R14, R15–R16, R17–R18 and R20–R21
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Table I. Definition of the ratios

Ratio Definition

R1
  

Working Capital

Total Assets

R2
  

Earnings Before Taxes (EBT)

Capital  Reserves+

R3
  

Investment Income

Investments

R4
  

EBT Reserves for Depreciation (Extraordinary Income Extraordinary Charges)

Total Liabilities

+ + −   

R5
  

Earned Premiums

Capital Reserves+ 

R6
  

Earned Premiums Net of Reinsurance

Capital Reseves+ 

R7
  

Earned Premiums

Capital Reserves Technical Provisions+ +  

R8
  

Earned Premiums Net of Resinsurance

Capital Reserves Technical Provisions+ +  

R9
  

Capital Reserves

Total Liabilities

+ 

R10
  

Technical Provisions

Capital Reserves+ 

R11
  

Claims Incurred

Capital Reserves+ 

R12
  

Claims Incurred Net of Reinsurance

Capital Reserves+ 

R13
  

Claims Incurred

Capital Reserves Technical Provisions+ +  

R14
  

Claims Incurred Net of Reinsurance

Capital Reserves Technical Provisions+ +  

R15
  

Claims Incurred

Earned Premiums

Other Charges and Commisions

Other Income
  +

R16
  

Claims Incurred Net of Reinsurance

Earned Premiums Net of Reinsurance

Other Charges and Commissions

Other Income
  +

R17
  

Claims Incurred Other Charges and Commisions

Earned Premiums

+ 

R18
  

Claims Incurred Net of Reinsurance Other Charges and Commissions

Earned Premiums Net of Reinsurance

+ 

R19
  

Technical Provisions of Assigned Reinsurance

Technical Provisions

R20
  

Claims Incurred

Earned Premiums

R21
  

Claims Incurred Net of Reinsurance

Earned Premiums Net of Reinsurance
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(see Table I). The majority of firms in our study do not have reinsurance, so it is expected that the
results for both sets of ratios will be similar since general financial ratios are common for both sets.
Ratios 15 and 16 have been removed, due to most of the firms not having ‘other income’. This
reduce the number of ratios used to 19.

4.2. Experiments

Using the data defined above, we test the performance of the two approaches presented in this paper,
by means of several experiments and comparisons. The performance of the SA with an SVM
algorithm described in Section 3 is tested in the selection of the best set of features from the 19
initial ones. First, we choose the tunable SVM parameters C and γ (see Section 2.1) by means of
a cross-validation scheme, following Bishop (1995). In this paper we maintain these parameters
fixed in each simulation. Note that, since the number of features varies in each iteration of the SA
and in the calculation of the Walsh spectrum, it would be desirable to recalculate C and γ values
each time. However, the computational cost of this process is very high.

The set of 72 firms are split in to four sets, every set is formed by 18 firms (nine failed and nine
non-failed). The cross-validation procedure consists of training the SVM with three of the four sets,
and validating the result with the remaining set. This process is repeated for each of the four possible
combinations. The final result is the average of the four results obtained. Figure 3 shows an example
of this process. Once C and γ are fixed, the SA described in Section 3 is run, using the test error
of the SVM as the objective function value in the algorithm. Note that a different subset of features,
indicated by σσσσσ, is used in each SA step.

In this paper we compare the features obtained by this method with the features achieved by a
rough set algorithm. Rough set theory was first developed by Pawlak (1991) as a mathematical tool
to deal with the uncertainty or vagueness inherent in a decision-making process. This methodology
has provided very good results in insolvency problems (Slowinski and Zopounidis, 1995).

Briefly, the rough set approach works by discovering dependencies between attributes in an
information table, and reducing the set of attributes by removing those that are not essential to

Figure 3. Schematic illustration of the cross-validation procedure. The neural network is trained four times,
each time using a version of the data set in which one of the segments (shaded) is omitted. Each trained network
is then tested on the data from the set which was omitted during training. The final result is the average over

the four sets
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characterize knowledge. A reduct is defined as the minimal subset of attributes that provides the
same quality of classification as the set of all attributes. A reduced information table may provide
decision rules of the form ‘if conditions then decisions’. These rules specify what decisions (actions)
should be undertaken when some conditions are satisfied, and can be used to assign new objects
to a decision class by matching the condition part of one of the decision rules to the description
of the object. We have performed the rough set analysis using the rough set system ROSE. For a
more detailed description of the rough set theory and the ROSE software, see Pawlak (1991) and
Predki et al. (1998; Predki and Wilk, 1999).

The performance of the ranking provided by the Walsh analysis (spectrum B′) is tested as follows.
The function involved in the calculation of B′ is given by the probability of error of an SVM for
all possible binary strings σσσσσ. In order to perform a better testing of the ranking provided by means
of the prime spectrum B′, we consider two groups of 13 features each. In the first group we include
ratios G1 = [R1, R2, R3, R4, R5, R7, R9, R10, R11, R13, R17, R19, R20]. In the second group
we include ratios G2 = [R1, R2, R3, R4, R6, R8, R9, R10, R12, R14, R18, R19, R21]. The difference
between the groups is that G2 contains the general ratios and the specific ones expressed net of
reinsurance (see Table I). Recall that due to most of the firms considered not having reinsurance,
both groups of ratios are similar, and therefore it is expected that the results obtained for both sets
of ratios, G1 and G2 should be similar as well.

4.3. Results

Feature Selection Through SA and SVMs
The best sets of features obtained with the SA algorithm are formed by ratios {R1, R9, R13}, and
{R3, R9, R19}, both with a probability of error in test Pe = 0.233. The SA algorithm reached one
of these sets in all simulations run. No other combination of features provides a better value of
probability of error.

The reducts obtained using a rough set approach for all training sets contain from four to six
attributes (ratios). The ratios that have the highest frequency of occurrence (more than 40%) in
reducts are R1, R3, R4, R9, R17, R18 and R19. Note that there are several coincidences among
variables provided by the SA with an SVM and the rough set approaches. This indicates that these
variables are highly discriminatory between solvent and insolvent firms in our sample. Note also that
the reducts obtained using the SA algorithm contain fewer ratios than the reducts provided by the
rough set approach, but give the same quality as using the whole set of ratios. These results show
that the SA algorithm provides a good FS, comparable with those obtained by existing methods, such
as the rough set algorithm.

Ranking of Features
It is important to note that FS methods in general provide very specific results, without information
about the possible relationships among features. These relationships, which may be very important
in some applications, can be obtained by performing a ranking of features. A simple and commonly
used method to tackle the ranking of variables is the so-called Fisher ranking, where features are
linearly classified following the value of a Fisher score. In this section we compare the proposed
alternative ranking given by the prime spectrum with the Fisher ranking.

Figure 4 shows the ranking obtained by means of the prime spectrum B′ for sets of ratios G1 (a)
and G2 (b). Recall that these two sets of ratios have similar properties due to most of the firms not
have reinsurance, so the rankings in both sets should also be similar. It is easy to see that the ranking
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B′ for the set of features G1 highlights ratios R1, R9, R3 and R19, and also R2 and R4 with a slightly
lower value of B′. On the other hand, the anking for set G2 highlights ratios R1, R3 and R9. R19
and R4 are the following ratios in the ranking, but with a smaller value of B′.

Figure 5 shows a Fisher ranking for the same sets G1 (a) and G2 (b). This ranking gives much
importance to ratio R1, whereas other ratios, such as R3 or R19 for example, are completely ignored.
This indicates that our ranking algorithm performs better than the Fisher ranking for this problem.

Figure 6 shows the test error probability when the SVM classifier is trained with all the samples
and an increasing number of features, sorted according to the ranking obtained with the Walsh

Figure 4. (a) Ranking provided by the prime spectrum B′ using ratios in set G1; (b) ranking provided by the
prime spectrum B′ using ratios in set G2
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Figure 5. (a) Ranking provided by the Fisher score using ratios in set G1; (b) ranking provided by the Fisher
score using ratios in set G2

analysis for set G1 (see Figure 4(a)). Each point has been obtained by averaging 200 classification
error trials. This way, the first point in the plot corresponds to the mean classification error when
the most representative feature is chosen, and the last point is the mean test error using all the
features in the problem. The best feature, provides a 5% decrease in accuracy. This is due to the
dimension reduction, i.e. from a 13-dimensional space to a single-dimension space. However, by
using two and three features the performance of the classifier improves accuracy compared with the
full set of features case. Note that the best result, an error probability of 0.233, is obtained with just
three ratios, which is consistent with the results provided by the SA.
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Figure 6. Test error probability of set G1 provided by an SVM classifier according to the number of features.
Features are sorted according to the ranking provided by the Walsh method

4.4. Results Analysis and Discussion

The results obtained show the importance of the feature selection procedure used. In our sample,
despite 19 financial attributes being available, we need consider just three characteristics in order
to check to solvency of a firm (solution provided by the SA algorithm). We have found two sets
of three ratios each (five different ratios, since R1 is common to both sets), which seem sufficient
to analyse the solvency of a non-life insurance company {R1, R3, R9, R13, R19}.

The analysis of the results obtained by the ranking B′ applied to sets G1 and G2 provides very
interesting conclusions. First, since the majority of firms in our sample do not have reinsurance, the
ranking of features provided by B′ is similar in both sets G1 and G2. Second, the higher values of B′
are for ratios R1, R9, R3 and R19 (order of importance). Note the coincidence with the ratios pro-
vided by the SA algorithm. Note also that the SA algorithm only chooses these variables, but B′
in addition ranks them in importance. R1 is the most important, then R9, then R3 and finally R19.

A brief resumé of the financial meaning of these ratios is as follows:

• R1. One of the most important questions in order to assure the proper functioning of any firm
is the need to have sufficient liquidity. But, in the case of an insurance firm, the lack of liquidity
should not arise due to ‘productive activity inversion’, which implies that premiums are paid
before claims occur. If an insurance firm cannot pay the claims incurred, then the clients and
public in general could lose faith in that company. On the other hand, this ratio is a measure of
financial equilibrium. If it is positive, then implies that working capital is also positive.

• R3. This ratio indicates that obtaining enough income is a critical issue because, nowadays,
income is the main source of benefit for an insurance company.
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• R9. This ratio shows what proportion of the total liabilities represent, the shareholders’ funds

(capital and reserves). This confirms the importance, from a solvency viewpoint, of the adequacy
of these funds. These resources could be called on to meet the future claims obligations of the
insurer.

• R19. This ratio shows the importance of a proper reinsurance in evaluating the solvency of
insurance firms.

5. CONCLUSIONS AND FURTHER RESEARCH

In this paper we have presented two FS methods based on SVMs, and we have applied them to the
prediction of insolvency in non-life insurance companies. We have chosen SVM-based methods
because an SVM is considered a fast and robust classifier capable of obtaining accurate classifica-
tions in high-dimensional problems with very few examples.

First, we presented an SA algorithm for FS. Second, we considered an algorithm for ranking
features using the prime spectrum obtained from a Walsh analysis of a function that involves an
SVM. The SA algorithm presented in this work can be useful in problems where the number of
features is large and an exhaustive analysis of all combinations of features is infeasible. In problems
where the number of features allows an exact calculation or a reasonable estimation of the SVM.
Walsh analysis, the prime spectrum gives a powerful tool for analysing relations among features,
ranking them in importance for the problem.

The FS algorithms presented have been used in order to estimate which financial ratios are the
most useful in the prediction of the insolvency of Spanish non-life insurance companies. We have
obtained good results, with the SVM discarding noisy and redundant ratios.

In practical terms, the models generated can be used to preselect companies to be examined more
thoroughly. They can also be used to check and monitor insurance firms as a ‘warning system’ for
insurance regulators, investors, management, financial analysts, banks, auditors, policy holders and
consumers.

This work opens new lines of research, such as the application of the SVM to the estimation of
missing data or ratios. This would be especially useful in cases where it is costly to obtain new data,
as in most economics applications.

APPENDIX

In this Appendix we briefly describe the method of Hordijk and Stadler (1998) for estimating the
spectrum B associated with a binary fitness function f.

The estimated autocorrelation ®(s) of a function from sampling points { ft} along a random walk
over the search space can be defined as
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where
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This autocorrelation measure is known to be related to the energy coefficients by (Hordijk and
Stadler, 1998)
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which gives the following system of linear equations to calculate the estimated spectrum:
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This system can be solved using a steepest descent algorithm that iteratively minimizes the sum of
squared errors in the above equations, provided that constraints Bp ≥ 0 are imposed (Hordijk and
Stadler, 1998).
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