Optimal design of optical reference signals by use of a genetic algorithm
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A new technique for the generation of optical reference signals with optimal properties is presented. In grating measurement systems a reference signal is needed to achieve an absolute measurement of the position. The optical signal is the autocorrelation of two codes with binary transmittance. For a long time, the design of this type of code has required great computational effort, which limits the size of the code to \( \approx 30 \) elements. Recently, the application of the dividing rectangles (DIRECT) algorithm has allowed the automatic design of codes up to 100 elements. Because of the binary nature of the problem and the parallel processing of the genetic algorithms, these algorithms are efficient tools for obtaining codes with particular autocorrelation properties. We design optimum zero reference codes with arbitrary length by means of a genetic algorithm enhanced with a restricted search operator.© 2005 Optical Society of America

OCIS codes: 120.0120, 120.3940, 230.0230.

Measuring position is especially important in precision engineering, nanoscience, and nanotechnology. The increasing demand for high-resolution grating measurement systems has created a strong incentive for the design of systems that generate zero reference signals. A zero reference signal is an important addition to an incremental displacement measurement system for achieving absolute measurement, finding the origin of a coordinate, or a machine home position. To acquire a zero reference signal, gratings with adjacent zero reference codes (ZRCs) have been developed since 1986. The ZRC is a group of unequally spaced transparent and opaque slits. Typically the system consists of two opposite ZRCs. The relative displacement between ZRCs produces a change in the overlapping area between them. A parallel ray beam propagates through both codes and the transmitted light is registered by means of a photodiode. The output signal is the reference signal and is the correlation between the two ZRCs. To increase the maximum of this signal, the two codes are identical so that the reference signal becomes the autocorrelation of the ZRC. In Fig. 1 we show the procedure for generation of a reference signal.

The characterization and design of optimum codes to obtain suitable reference signals was studied in Refs. 2 and 3. These works consider the properties of the autocorrelation function and establish the necessary conditions to achieve a suitable signal. The main difficulty in designing ZRCs is that the necessary calculations are laborious and there is not a systematic method for obtaining codes of greater length than 30 elements. Recently, we presented a new approach to the design of ZRCs based on optimization techniques. The design problem is transformed into a minimization problem with binary variables, and we applied the dividing rectangles (DIRECT) algorithm. With this technique we have extended the design capabilities to 100-element codes. To design larger codes, suboptimal solutions can be obtained decreasing the number of objective function evaluations. Computer memory is the limiting factor with the new technique. In this Letter, we propose a genetic algorithm (GA) that definitely breaks these barriers, allowing the optimization of arbitrarily long codes.

In general, a ZRC can be described by the following sequence of binary data \( c = [c_1, c_2, \ldots, c_n] \), where \( n \) is the length of the ZRC, \( c_i = 1 \) if a transparent slit is located at the \( i \) position, and \( c_i = 0 \) elsewhere. The number of transparent slits is \( n_1 \). The sizes of the transparent and opaque regions in the code are integer multiples of the width of a single slit. To calculate the reference signal, we assume that the illuminating light is a parallel ray beam and diffraction effects are negligible. This approach is valid when the gap between ZRCs is close with regard to the width of the code slits and the width of the code slits is greater than the wavelength of the illuminating light. Under these conditions, the light flux that passes through

![Fig. 1. Procedure for generation of the autocorrelation signal.](image)
The maximum of the autocorrelation signal is \( S \), it is equal to the number of transparent slits in the maximum, developed a conservative lower bound for the second minimum value of the second maximum. In Ref. 3, Yajun ZRC are fixed, there is a theoretical limit in the minimum number of elements and the number of slits in the final is named \( \sigma \). In Ref. 3, Yajun established a conservative lower bound for the second maximum, \( \sigma \) = \( \max \{ S_1, \ldots, S_{n-1} \} \), \( S_k = \sum c_{j+k} \),

\[
S_k = S_{k-1} = \sum_{i=1}^{n-k} c_{j+i}, \quad k = 0, 1, \ldots, n - 1, \tag{1}
\]

where \( S_k \) are the components of symmetric vector \( S \). The maximum of the autocorrelation signal is \( S_0 \) and it is equal to the number of transparent slits in the code, \( S_0 = \sum_{j=1}^{n} c_j = n_1 \). The second maximum of the signal is named \( \sigma \) and it is \( \sigma = \max \{ S_1, \ldots, S_n \} \). When the number of elements and the number of slits in the ZRC are fixed, there is a theoretical limit in the minimum value of the second maximum. In Ref. 3, Yajun established a conservative lower bound for the second maximum,

\[
\sigma = \frac{(2n + 1) - \sqrt{(2n + 1)^2 - 4n_1(n_1 - 1)}}{2}. \tag{2}
\]

Although there are some simple cases in which this bound is reached, up to now to our knowledge there has been no evidence that for any values of \( n \) and \( n_1 \) at least one ZRC could be found for which the equality sign holds.

In metrological applications, the most important parameters that characterize a zero reference signal are the width and the height of the central maximum and the height of the second maximum. If the slits of the ZRC are rectangles, the central maximum is a triangle whose width in the base is twice the width of the slits of the ZRC. A good zero reference signal must be a single and distinct peak, so the secondary maxima must be as low as possible. Usually, the period of the gratings of the displacement measurement systems determines the width of the reference signal and therefore the width of the slits of the ZRC. Actually, ultrahigh-resolution systems impose the use of very narrow slits (a few micrometers). A significant signal level requires a large number of slits, and then optimal codes with a large number of elements are needed. Also, the width and the number of elements in the ZRC determine the minimum diameter of the light beam. According with these working requirements, we fix the number of elements of the code and the number of slits. The objective is to minimize the second maximum of the signal, \( \sigma \). The objective function is

\[
\min_{c} f(c) = \max\{ S_1, \ldots, S_{n-1} \}, \quad S_k = \sum_{j=1}^{n-k} c_{j+k},
\]

\[
k = 1, \ldots, n - 1, \tag{3}
\]

where \( c \) is a binary vector subject to the constraint, \( S_0 = \sum_{j=1}^{n} c_j = n_1 \).

GAs are robust problem solving techniques based on the principles of natural evolution and selection. GAs are population-based algorithms, in which a set of potential solutions to the problem are evolved by application of several operators. To apply a GA to a given optimization problem requires an objective function and a set of genetic operators that will be applied to the population of solutions to improve it.

The GA that we implement for finding optimum binary ZRCs starts with a randomly generated initial population of binary codes (individuals) of length \( n \). Each binary code represents a possible solution to the problem that must be evaluated to obtain an objective function value associated with it, also known as fitness. The population of binary codes evolves through the successive application of the genetic operators, basically selection, crossover, and mutation. Selection is the process by which individuals are randomly sampled with probabilities proportional to their fitness values, which, in this case, is the value of \( \sigma \). An elitist strategy, consisting of passing the highest fitness codes to the next generation, is applied to preserve the best solution encountered thus far in the evolution. The selected set, which is the same size as the initial population, is subjected to the crossover operation with a probability \( P_c \). Figure 2 shows an example of a crossover procedure: first, the...
binary codes are coupled with a predetermined probability. Second, for each pair of codes, an integer position along the code is selected uniformly at random. Two new codes are then composed by swapping all elements between the selected position and the end of the code. The last operator in the standard GA is the mutation operator. By this operation, every element in every code of the population may be changed from 1 to 0, or vice versa, with a very small probability named \( P_m \). This operator prevents the GA from prematurely converging to suboptimal solutions. The GA evolution stops when a given stop criterion is fulfilled, usually the number of generations (number of times that the genetic operators are applied).

Note that the GA described above needs an extra operator to fix the number of ones in the binary codes. This operator is known as a restricted search operator and has been used before in the literature.\(^7\) After the application of the crossover and mutation operators of the GA, there will be a number of individuals that, in general, will be different from \( n_1 \). The restricted search operator randomly adds or removes the necessary ones to keep \( n_1 \) constant. The restricted search operator reduces the size of the search space\(^7\) from \( 2^n \) to \( \binom{n}{n_1} \).

The GA was run with \( P_c=0.6 \), \( P_m=0.01 \), 500 generations, and a population of 100 individuals. A comparison between the theoretical lower bound of \( \sigma \) given by inequality (2), the value of the second maximum reached with the DIRECT algorithm and the GA is shown in Fig. 3. The optimizations were done with a fixed number of elements, \( n=200 \), and with a variable number of slits in the interval from 1 to 199. From this figure, it can be seen that in a few cases it is possible to reach the theoretical lower bound, and this takes place when the number of slits is small. For ZRCs with more than 100 elements, the DIRECT solutions are worse than GA solutions since the DIRECT solutions are suboptimal.

To demonstrate the power of the method we have calculated various cases with larges codes, in particular, a ZRC with \( n=1000 \) elements and \( n_1=100 \). With these parameters the value of the second maximum is 13. Figure 4 shows the optimal autocorrelation signal with respect to the relative displacement between the codes. This problem is unmanageable with previous techniques.
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